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Abstract

The strong capability of large language models
(LLMs) has been applied to information ex-
traction (IE) through either retrieval augmented
prompting or instruction tuning (IT). However,
the best way to incorporate information with
LLMs for IE remains an open question. In
this paper, we explore Retrieval Augmented
Instruction Tuning (RA-IT) for IE, focusing
on the task of open named entity recognition
(NER). Specifically, for each training sample,
we retrieve semantically similar examples from
the training dataset as the context and prepend
them to the input of the original instruction. To
evaluate our RA-IT approach more thoroughly,
we construct a Chinese IT dataset for open NER
and evaluate RA-IT in both English and Chi-
nese scenarios. Experimental results verify the
effectiveness of RA-IT across various data sizes
and in both English and Chinese scenarios. We
also conduct thorough studies to explore the
impacts of various retrieval strategies in the
proposed RA-IT framework.!

1 Introduction

The powerful generalizability of large language
models (LLMs) (OpenAl, 2024; Touvron et al.,
2023; Bai et al., 2023) has been widely applied
to information extraction (IE) (Sainz et al., 2024;
Wang et al., 2023b). The major two lines of works
for generative IE with LLMs, are prompt designing
with retrieval augmented generation (RAG) using
an off-the-shelf LLM (Wang et al., 2023a; Guo
et al., 2023; Xie et al., 2024), and task-specific
instruction tuning (IT) (Zhou et al., 2024; Sainz
et al., 2024; Li et al., 2024). However, the best
approach to incorporate information to LLMs for
IE remains an open question. Inspired by recent
studies on retrieval aware and context-enhanced IT

* Equally contributed.

 Corresponding authors.

!Code and data are available at: https://github.com/
Emmal066/Retrieval-Augmented-IT-OpenNER

(Jiang et al., 2023; Luo et al., 2023; Zhang et al.,
2024; Asai et al., 2024; Lin et al., 2024; Liu et al.,
2024) for enhancing the LLLM capability in down-
stream tasks, we conduct an empirical study of
exploring Retrieval Augmented IT (RA-IT) for IE,
with a focus on the of open NER task.

The previous work UniNER (Zhou et al., 2024)
distills the strong capability of ChatGPT in open
NER into smaller models through IT without any
human-annotated data. We follow this line and
investigate RA-IT under this targeted distillation
setting. Other works of IT for IE like Sainz et al.
(2024); Li et al. (2024) using code-style instruction
data, are orthogonal to this work since RA-IT can
be integrated into various instruction styles.

In our RA-IT approach, for each training sample,
we retrieve semantically similar examples from the
training dataset and prepend them to the original in-
struction, forming the context-enhanced instruction.
We also explore the impacts of diverse retrieval
strategies. Moreover, we construct a Chinese IT
dataset for open NER and evaluate our method
in both English and Chinese scenarios. We con-
duct thorough experiments across various data sizes
and obtain the following key findings: (1) RA-IT
achieves consistent improvements on various data
sizes, suggesting the need for context-enhanced
fine-tuning. (2) Retrieving semantically similar ex-
amples benefits the most for training among various
retrieval strategies. Random retrieval also exhibits
improvement but shows inferior performance to
similar examples. (3) Retrieving out-domain ex-
amples for inference requires applying example
filtering strategies to achieve improvements. Pro-
viding in-domain examples benefits inference.

Our main contributions are two folds: (1) We
empirically study the RA-IT framework for open
NER. We prepare the retrieval augmented instruc-
tion data with semantically similar examples. We
conduct thorough experimental analysis to study
the impact of various retrieval strategies. (2) We
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construct an IT dataset for Chinese open NER and
conduct our investigations in English and Chinese
scenarios across various data sizes. Experimental
results verify the benefits of RA-IT for open NER.

2 Method

Preliminary: Targeted Distillation. We follow
UniNER (Zhou et al., 2024) to conduct our study
in the setting of targeted distillation, where they
successfully distill the strong capability of Chat-
GPT in open NER into smaller models, without any
human-annotated data. The pipeline is as follows:
(1) Data construction. They sample inputs from
a large corpus across diverse domains, then use
ChatGPT to automatically generate NER outputs.
(2) Distillation. After obtaining the automatically
constructed data, they apply IT to distill the open
NER capability of ChatGPT into smaller models.

Vanilla IT. The original instruction tuning tem-
plate used in targeted distillation is shown in the
bottom part of Fig. 1, which we refer to as Vanilla
IT, where each passage and its associated entity
output are converted into a multi-turn conversation.

RA-IT. We explore an alternative way to conduct
IT in targeted distillation: we introduce RA-IT, a
context-enhanced tuning approach, of which the
overview is in Fig. 1. In our RA-IT approach,
each data is augmented with a retrieved context,
which consists of k semantically similar exam-
ples retrieved from the training dataset. The re-
trieved context is prepended to the original conver-
sation, forming the retrieval augmented instruction.
By fine tuning LMs in this recipe, we equip the
LMs with the ability to generate NER answer with
on-demand RAG. This means we could flexibly
adapting LMs to different scenarios by determin-
ing whether to use RAG during inference based on
the specific characteristics of the scenario.

Retriever. We use sentence embedding-based re-
trieval and adopt cosine similarity as our similarity
metric. We retrieve the k nearest neighbors as con-
text. We also investigate various retrieval strategies
for both training and inference stages.

3 Experiment

3.1 Experimental Settings

Backbones: We adopt LLaMA-3-8B (Meta, 2024)
and Qwen-1.5-7B (Team, 2024) as the backbone
models for English and Chinese scenarios respec-

Retrieval Augmented
Instruction Tuning Template

Retrieved context
User: Here are some examples of named
entity recognition:

Text: {text of example 1}
Entity: {entities of example 1}

Text: {text of example k}
Entity: {fentities of example k}

Assistant: I've read these examples.

Vanilla Instruction Tuning Template
User: Text: Xpassage
Assistant: |'ve read this text.
User: What describes t; in the text?
Assistant: y;

User: What describes t7 in the text?
Assistant: yr
. J

Figure 1: The RA-IT template, where the retrieved
context consists of semantically similar examples re-
trieved from the training dataset and is prepended to the
original vanilla IT template. The vanilla IT template,
presented by Zhou et al. (2024) converts each NER sam-
ple into a conversation, where X pq5sage 1 the input text,
[t1,...,t7] are entity types to extract, and y; is the list
of entity mentions that are ¢;. The highlighted parts are
used to compute the loss during training.

tively. Training: For English, we use the training
data Pile-NER released by Zhou et al. (2024). For
Chinese, we use the training data Sky-NER con-
structed in this paper as described in Section 3.2.
We use LoRA (Hu et al., 2021) to train models.
Our training infrastructure was 1 NVIDIA A100
80GB. Retrieval: We adopt GTE-large” (Li et al.,
2023) to generate text embeddings and set k = 2
in main experiments. Evaluation: We mainly
focus on the zero-shot evaluation. For English,
we adopt benchmarks CrossNER, MIT-Movie and
MIT-restaurant following Zhou et al. (2024). For
Chinese, we collect eight benchmarks across di-
verse domains, of which details are in Appendix C.
We report micro-F1 value.

3.2 Chinese IT Data Construction

Following the data construction recipe of UniNER
(Zhou et al., 2024), we construct an IT dataset for
Chinese open NER. We sample input passages from
the large-scale Sky corpus (Wei et al., 2023) across
various domains, then use ChatGPT (gpt-3.5-turbo)
to generate entity mentions and types based on the

Zhttps://huggingface.co/thenlper/gte-large
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Data size  Method Movie Restaurant Al Literature Music  Politics  Science  Avg.
- ChatGPT 5.30 32.80 52.40 39.80 66.60  68.50 67.00  47.50

5K VanillaIT ~ 44.87 42.72 52.87 59.00 60.47 59.35 5836 5395
RA-IT 50.26 45.75 52.61 60.01 63.04  60.02 58.91 55.80

10K VanillaIT  49.81 41.47 53.78 60.99 63.79 60.84 61.47  56.02
RA-IT 53.79 45.73 55.90 62.58 66.52  62.40 63.67  58.65

50K Vanilla IT  44.83 40.39 58.63 62.88 64.12  61.63 6322  56.53
RA-IT 45.18 40.78 58.01 63.60 64.76  61.90 62.79  56.72

Table 1: Zero-shot evaluation in English scenario. We report F1 values (%). Numbers in bold indicates the best
results of each category. RA-IT shows consistent improvements across various dats sizes, suggesting the need of

context-enhanced training.

Datasize  Method Ontonotes4 MSRA  Weibo Boson ClueNER CMeEE Ren. Yidu Avg.
- ChatGPT 29.70 4136 30.25  46.65 44.75 43.16 3425 3490 38.13

5K Vanilla IT 48.88 5147 3895 5247 43.54 41.50 4751 4723 4644
RA-IT 49.23 53.08 3743 52.64 43.27 43.87 4831 4847 47.04

10K Vanilla IT 46.28 52.56 3926 5292 45.42 4259 4799 4795 46.87
RA-IT 47.69 55.06 3738 53.86 45.25 43.71 4925 4786 47.51

50K Vanilla IT 43.99 50.02 3455 5498 43.59 4252 4937 49.63 46.08
RA-IT 46.72 54.15 3328  54.43 43.86 43778  49.50 50.24  47.00

Table 2: Zero-shot evaluation in Chinese scenario. We report F1 values (%). Numbers in bold indicates the best
results of each category. RA-IT shows consistent improvements across diverse data sizes in Chinese scenario, which

further verifies the benefits of our RA-IT approach.

Frequency Entity Type

Top 1% & (concept), # 5. (Iocation), A% (person),
(75.3%)  #H%(organization), = fi(product)...
1%-10% 22 (honor), T HK (technical), 37 (place),
(17.5%)  TE%4(emotion), 7 H (program)...

10%-100% LL.ZEZH 5 (competition category),
(7.2%) 55 77 27 (property type)...

Table 3: Statistics of Sky-NER, the constructed IT
dataset for Chinese open NER. Example entity types
from various frequency ranges - top 1%, 1-10% and
10-100%, along with the percentage of total frequencies
for each range.

sampled passages. More details of data construc-
tion procedures are in Appendix A. We name this
dataset as Sky-NER, which consists of 50K NER
examples, and the type statistics are in Table 3.

3.3 Preliminary Study on Data Efficiency

We conduct a preliminary study on IT data effi-
ciency in targeted distillation for open NER by
exploring the impact of varous datas sizes: [0.5K,
1K, 5K, 10K, 20K, 30K, 40K, 50K]. We use vanilla
IT for preliminary study. Results are visualized in
Fig. 2. The following observations are consistent
in English and Chinese: (1) a small data size al-
ready surpass ChatGPT’s performances. (2) Perfor-
mances are improving as the data sizes increased to
10K or 20K, but begin to decline and then remain

Pile-NER Sky-NER
46.9

58 % Jo4 462 461

56 TS g5
@ 54 44 #35
< ~—4— IT on Pile-NER 5 42.3 #-— IT on Sky-NER
52140 — = ChatGPT ChatGPT

501207 40

481475 o 38{ 284

0 10 20 30 40 50 0 10 20 30 40 50

fine tuning data size 1le3 fine tuning data size 1le3

Figure 2: Preliminary study of IT data efficiency for
open NER in English (left) and Chinese (right) scenar-
ios, where the training data are Pile-NER and Sky-NER
respectively. Average zero-shot results of evaluated
benchmarks are illustrated. The performance does not
necessarily improve as the data increases.

at a certain level as data sizes further increased to
50K. Recent work for IT data selection, Xia et al.
(2024); Ge et al. (2024); Du et al. (2023) also find
the superior performances of only limited data size.
We leave selecting more beneficial IT data for IE
as future work. Accordingly, we conduct main
experiments on 5K, 10K and 50K data sizes.

3.4 Main results

The main results are summarized in Table 1 and
2 respectively. We report the results of inference
without examples for RA-IT here, since we found
this setting exhibits more consistent improvements.
The impacts of inference with examples are studied
in Section 3.5. As shown in the tables, RA-IT
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Pile-NER Sky-NER
S 54.0 46.4
N 55.8 47.0
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inference w/o exmp.

Figure 3: Impacts of training using various retrieval
strategies in RA-IT. The average F1 value of the eval-
uated benchmarks is reported. NN exhibits the best
performances, suggesting the need of training with re-
trieved context.

shows consistent improvements on English and
Chinese across various data sizes. This presumably
because the retrieved context enhance the model
ability to understand the inputs. This suggests the
need for context-enhanced instructions.

3.5 Analysis

We explore the impacts of diverse retrieval strate-
gies. We conduct analysis on 5K data size for cost
saving as the effect of RA-IT is consistent across
various data sizes as shown in Section 3.4. We
report the average results of the evaluated bench-
marks here.

Diverse retrieval strategies. The following
strategies are explored in the subsequent analysis.
(1) Nearest neighbor (NVN), the strategy used in the
main experiments, retrieves k£ nearest neighbors
of the current sample. (2) Nearest neighbor with
BM25 filter (NN, BM), where we apply BM25 scor-
ing to filters out NN examples not passing a prede-
fined threshold. Samples with no satisfied exam-
ples are used with the vanilla instruction template.
(3) Diverse nearest neighbor (DNN), retrieves K
nearest neighbors with K >> k and randomly se-
lects k examples from them. (4) Diverse nearest
with BM25 filter (DNN,BM), filters out DNN exam-
ples not reaching the BM25 threshold. (5) Random,
uniformly selects k random examples. (6) Mixed
nearest neighbors (MixedNN), mixes the using of
the NN and random retrieval strategies with the
ratio of NN set to a.

Training with diverse retrieval strategies. Fig.
3 visualize the results of training with various re-
trieval strategies. We conduct inference with and
without examples for each strategy, and set the re-

Pile-NER Sky-NER
& [ 54.0 I 404
R 55.8 ] 47.0
RO
\06’;% ] 523 ] 46.1
MY 55.6 ] 467
3
%%*%% ] 51.9 ] 46.2
9 g 55.6 ] 478
@3’ 513 46.0
S | ‘
< 51 52 53 54 55 56 57 45 46 41 48

RA-IT B Vanilla IT

Figure 4: Impacts of inferece with out-domain examples
using various retrieval strategies. The average F1 value
of the evaluated benchmarks are reported. w/o exmp.
means inference without example. Applying example
filtering strategy such as BM25 filtering benefits RAG
with out-domain examples.

Pile-NER
& T 540
PPN 55.8
& 53.4 1 472
& 53.7 ] 47.3
& o] 54.2 ] 477
FN 56.4 ] 49.5
53 54 55 56 57 46 47 48 49 50
RA-IT I Vanilla IT

Sky-NER
_— s

47.0

Figure 5: Impacts of inference with in-domain exam-
ples using NN retrieval. The average F1 value of the
evaluated benchmarks are reported. /N-exmp. means
the example pool of size N. The results indicate that
sufficient in-domain examples are helpful for inference
with RAG.

trieval strategy of inference the same as of training.
The most straight forward method NN shows best
performances, suggesting the benefits of semanti-
cally similar examples. Random strategy, though in-
ferior to NN, also shows improvements, indicating
that random examples might introduce some gen-
eral information of NER taks to the model. Mean-
while, inference with examples does not guarantee
improvements and often hurt performances. This
may due to the differences of the annotation schema
between the automatically constructed data and the
human-annotated benchmarks.

Inference with out-domain examples. During
inference, since examples from the automatically
constructed data is not aligned with the domains
and schemas of the human-annotated benchmarks,
we refer to them as out-domain examples. Fig. 4
shows the results of inference with out-domain ex-
amples using diverse retrieval strategies. We use
the model trained with NN strategy here. After ap-
plying example filtering such as BM25 scoring, in-
ference with out-domain examples shows improve-
ments compared to the baseline, suggesting the
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need of example filtering when implementing RAG
with out-domain examples.

Inference with in-domain examples. We ex-
plore the setting where a few in-domain examples
are available for inference. We randomly sample an
example pool of size N from the original training
sets of the benchmarks, then retrieve £ NN from
this pool as in-domain examples. We also eval-
uate on full pool where the entire training set is
used for retrieval. Results are shown in Fig. 5. In-
domain examples show substantial improvements
in Chinese. Meanwhile, sufficient in-domain ex-
amples are required for improvements in English.
This indicates the benefits of providing sufficient
in-domain examples for RAG.

Based on the above analysis, we suggest im-
plementing on-demand RAG for inference after
RA-IT. When sufficient in-domain examples are
available, conduct RAG with similar examples to
boost inference. When only out-domain examples
are available, apply an example filtering method
such as BM25 scoring for RAG, or simply conduct
inference without examples.

4 Related Work
4.1 1IE with LLMs

The main techniques studied in the area of IE with
LLMs fall under advanced prompt designing(Guo
et al., 2023; Xie et al., 2023; Wang et al., 2023a),
instruction tuning (IT) (Sainz et al., 2024; Zhou
et al., 2024; Li et al., 2024) and data augmentation
(Josifoski et al., 2023; Zhang et al., 2023; Ma et al.,
2023). Many of the prompt designing methods
apply RAG to an off-the-shelf LLM to assist infer-
ence (Guo et al., 2023; Wan et al., 2023; Xie et al.,
2024), which retrieves similar examples to provide
more useful information for the LLM. Works of IT
incorporate the information for IE into the LLMs
through task-specific fine-tuning (Sainz et al., 2024;
Zhou et al., 2024). Different from previous works,
we explore retrieval augmented IT (RA-IT) for IE,
with a focus on the open NER task.

Following UniNER (Zhou et al., 2024), we con-
duct investigations under the targeted distillation
setting, since UniNER successfully distills the
strong capability of ChatGPT in open NER into
a smaller model without any human-annotated data.
Other works of IT for IE, Sainz et al. (2024); Li
et al. (2024) adopt the code-style instruction to
fine-tune LLMs in effectively generating IE outputs
through code generation. They are orthogonal to

this work since the strategy of RA-IT can be inte-
grated into various styles of instructions. Moreover,
Zaratiana et al. (2023) integrated the strong capa-
bility of ChatGPT in open NER into smaller-scale
bidirectional LMs (BiLMs) such as BERT (Devlin
et al., 2019). How to integrate retrieval augmen-
tation into the BiLMs frameworks is also worth
exploring in future work.

4.2 Retrieval aware Fine-Tuning

Retrieval augmented generation (RAG) has
achieved large improvements in diverse tasks with
the off-the-shelf LLMs (Ram et al., 2023). Recent
works has explored retrieval aware I'T for LLMs
(Jiang et al., 2023; Zhang et al., 2024). Jiang et al.
(2023) pre-trains a retriever and LM jointly, then
conducts few-shot fine-tuning on downstream tasks.
Luo et al. (2023) instruction-tunes LMs with re-
trieved passages prepended to inputs. Zhang et al.
(2024) retrieves both gold and distractor documents
for IT to make the model resistant to unhelpful
documents. Liu et al. (2024) explores context-
enhanced IT to enhance model’s capability for con-
versational QA over a given context. However,
retrieval augmented and context-enhanced IT has
remained unexplored in IE. We fill this gap and
explore (RA-IT) on the task of open domain NER.

5 Conclusion

This paper explores RA-IT for open NER. We re-
trieve semantically similar examples to form the
context-enhanced instruction data. RA-IT achieves
consistent improvements across various data sizes
in English and Chinese, suggesting the need of
context-enhanced training. Thorough analysis veri-
fies the benefits of semantically similar examples
for training and the need of example filtering and
in-domain examples for inference.

Limitations

This work faces the following limitations:

(1) Although the RA-IT strategy improves the
open NER performance, it does not guarantee im-
provements when using RAG during inference. Ap-
plying some example filtering strategies and in-
troducing in-domain examples alleviate this prob-
lem, but the effectiveness is till marginal. More
advanced approaches of improving RA-IT mod-
els in conducting RAG for open NER are worth
exploring.
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(2) The investigation of data efficiency in this
work is merely a small preliminary empirical study.
However, data efficiency, such as selecting most
influential and beneficial data is important for real-
world applications of IE since it might effectively
save computation and annotation costs.
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A Chinese Data Construction

Data construction prompt. Fig. 6 shows the
prompt used for Chinese distillation data construc-
tion. We follow Zhou et al. (2024) to design the
prompt for Chinese data construction. We adopt
the data construction prompt of Pile-NER-type 3,
since it shows the best performance as in (Zhou
et al., 2024).

Data Construction Prompt

System Message: {72 — 8 195 SHBUR
o

prompt: A —ESCA, HRIIES RIS
TEFFRBIENTEET. SR AT
JSONHETR: [('SfAL™ "STERLEO. S, 1.

Passage:{input_passage}

\. J

Figure 6: Data construction prompt for Chinese open
domain NER.

Data processing. Following (Zhou et al., 2024),
we chunk the passages sampled from the Sky cor-
pus* to texts of a max length of 256 tokens and
randomly sample 50K passages. Due to limited
computation resources, we sample the first twenty
files in Sky corpus for data construction, since the
size of the entire Sky corpus is beyond the pro-
cessing capability of our machines. We conduct
the same data processing procedures including out-
put filtering and negative sampling as in UniNER.
Specifically, the negative sampling strategy for en-
tity types, is applied with a probability proportional
to the frequency of entity types in the entire con-
structed dataset.

Instruction data construction. The instruction
tuning data for Chinese scenario is as shown in
Table. 15.

B Diverse Teachers for Data Construction

We explored the effect of using diverse teachers for
data construction. We also tried ensemble distilla-
tion: multiple teachers are used to annotate entities
simultaneously, and the final annotation is acquired
by majority voting on the answers from all teachers.
The results are shown in Table 4

3https://huggingface.co/datasets/Universal-NER/Pile-
NER-type
*https://huggingface.co/datasets/Skywork/SkyPile-150B
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Model Ontonotes4 MSRA  Weibo Boson ClueNER CMeEE Ren. Yidu Avg.
ChaGpT  Teacher 29.7 41.4 303 467 44.8 432 343 349 381
a Student 48.0 52.6 380 522 0.4 410 488 490 465
Claude Teacher 35.0 464 299 357 463 431 341 311 377
Student 50.1 526 369 472 44.0 426 497 466 462

Moonshoy  eacher 43.4 5.6 275 516 49.6 43.1 418 347 429
00nshot grdent 50.8 49.7 349 543 435 430 482 521 470
GLM.4 Teacher 36.7 494 283 383 49.1 459 344 355 397
Student 479 452 350  49.1 428 44.1 452 481 447

Table 4: The method of LLMs’ extraction and LLM-guided SFT on Chinese dataset. "Teacher" refers to the results
directly returned by instruct-LLM. "Student" refers to the results after SFT using the UniNER method by LLMs’

results.

Language Dataset ‘ Labels ‘ Train  Valid  Test
CrossNER_AI 13 100 350 431
CrossNER _ literature 11 100 400 416
CrossNER_music 12 100 380 465
English CrossNER_politics 8 199 540 650
CrossNER_science 16 200 450 543
MIT Moive Review 12 9774 2442 2442
MIT Restaurant Review 8 7659 1520 1520
Ontonotes4 4 15724 4301 4346
MSRA 3 46364 - 4365
Weibo 4 1350 270 270
Chinese Boson 6 1637 184 179
ClueNER 10 10748 1343 -
CMeEE 9 15000 5000 -
Ren. 4 228616 28768 28885
Yidu 6 1000 - 379

Table 5: Dataset statistic.

We investigated four representative powerful
teacher models, ChatGPT (gpt-3.5-turbo-0125)
(OpenAl, 2022), Claude 3 (claude-3-haiku) (An-
thropic, 2024), Moonshot (moonshot-v1-8k) (Al,
2024a) and GLM-4 (glm-4) (Al, 2024b) for distill-
ing open NER capability.

C More Details of Experimental Settings

C.1 Preliminary Study on Data Efficiency

We explore the impact of various data sizes: [0.5K,
1K, 5K, 10K, 20K, 30K, 40K, 50K]. For each data
size, we randomly sample two sets of data and
report the average.

C.2 Training

we use the training data Pile-NER released by Zhou
et al. (2024), and we adopt the Pile-NER-type ver-

sion®, which shows better performance than Pile-
NER-definition®. In our practice, we filter out sam-
ples with unparseable entity outputs in Pile-NER-
type, which finally leaves 45K samples for actual
experiments.

Through our experiments, we train models for
3 epochs with a batch size of 8 and a learning-
rate of 5e-5. A cosine scheduler is adopted. Each
experiment is run on one single A100 GPU.

C.3 Retrieval

For diverse nearest strategy, we set K = 128. For
example filtering with BM25 scoring, we set the
BM2S5 score threshold as 20.

Shttps://huggingface.co/datasets/Universal-NER/Pile-
NER-type

®https://huggingface.co/datasets/Universal-NER/Pile-
NER-definition
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C.4 Benchmarks

For English, we adopt benchmarks CrossNER
(Liu et al., 2021) and MIT-movie/restaurant (Liu
et al., 2013). For Chinese, we collect eight bench-
marks across diverse domains, include Ontonotes
4 (Weischedel et al., 2011), MSRA (Levow, 2006),
Weibo (Peng and Dredze, 2015), ClueNER (Xu
et al., 2020), CMeEE (Zhang et al., 2022), Yidu-
S4k 7, Boson and PeopleDaily2014(abbreviated as
"Ren.’ in the text and tables) ® The following are
our sampling strategies on evaluation data: For
evaluated benchmarks, we sample 2000 examples
for each test set for evaluation and keep the original
test set with fewer than or slightly more than 2000
examples. For those datasets with only the training
set and validation set publicly accessible, we ran-
domly select half of the validation data as the test
data and the other half as the new validation data.

D Full results on data size study

We provide the full results of preliminary study
on data sizes. English dataset results are shown
in Table 6. When the number of training data is
less than 10K, the model performance improves
significantly with data increasing. However, the
results do not improve the performance after the
number of data exceeds 20K. When applied to the
Chinese datasets, the threshold increases to 30K in
Table 7

E Extended Analysis
E.1 Varying Numbers of Examples

We keep the number of examples as 2 through our
main experiments. Here we explore the impact of
increasing the number of examples. We found that
increasing the number of examples does not guar-
antee improvements. This is presumably because
that the entire inputs get lengthy when the number
of examples increases. And the very long input
sequence is challenging for the 7B model to under-
stand. The results for the Chinese datasets and the
English datasets are shown in Table 11 and Table
8, respectively.

E.2 Ablation for Mixed NN

We conduct ablation experiments by mixing differ-
ent sampling methods, constructing the training set
using NN strategy and random strategy in various

"http://old.openkg.cn/dataset/yidu-s4k
8People Daily 2014 and Boson datasets are available at
https://github.com/hspuppy/hugbert/tree/master/ner_dataset.

proportions. The samples were mixed at four dif-
ferent ratios of 0.2, 0.4, 0.6, and 0.8, respectively.
Additionally, we both used two different strategies
which inference with and without using examples.
The experimental results for the Chinese and En-
glish datasets are shown in Table 12 and Table 13,
respectively. The NN strategy performed the best
overall, while the random sampling strategy did not
contribute to the results.

F Examples of Instruction Data

We show examples of instruction data for English
and Chinese in Table 14 and Table 15, respectively.
For each sample, we used different strategies to
find the £ number of different examples in the train-
ing set. These prompts were formatted as "Text:
sample text.\n Entity: [{entity text 1: entity type
1}, {entity text 2: entity type 2}]\n " for the large
model to learn from. After the model learned from
these examples, we had the model read the test
sample text. Then, we asked a question for each
entity category. The model’s answers were orga-
nized as the information extraction results for the
test samples.

G Case Study

We conduct case study to explore the advantages
and disadvantages of the proposed RA-IT method.
Table 9 are two cases that demonstrate that RA-IT
benefits the long-tail entity types. We exclude the
top 30% of frequent types and regard the remaining
types as long-tail types. The entities in bold are
long-tail types that are misclassified by vanilla-IT
and corrected by RA-IT. These two cases are also
commonsense-related.

Table 10 are some bad cases where RA-IT fails
to improve. The entities in bold are vanilla-IT
wrongly recognized, and RA-IT failed to improve.
These professional entities in biomedical or Al do-
mains require domain knowledge to be recognized.
This shows that RA-IT benefits commonsense-
related cases more than knowledge-seeking cases.
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Data Size Movie Restaurant Al Literature Music  Politics  Science  Avg.
ChatGPT - 68.50 67.00 5.30 32.80 52.40 39.80 66.60  47.50

0.5K  50.92 41.50 47.61 54.27 54.15 54.78 52.16  50.77

1K 44.88 39.74 50.21 56.14 55.97 56.28 54.01 51.03

5K 44.87 42.72 52.87 59.00 60.47 59.35 5836 53.95

RA-IT 10K 49.81 41.47 53.78 60.99 63.79 60.84 61.47  56.02
20K 50.14 42.17 57.07 62.02 65.43 61.92 63.35 57.44

30K 47.21 40.84 58.15 63.11 65.33 62.64 64.46  57.39

40K  45.89 40.34 56.34 62.48 64.71 62.12 63.58  56.49

Table 6: Impact of different dataset sizes on model performance in English scenario. Data size indicates the number
of sampled data for prompt fine-tuning.

Data Size  Ontonotes4 MSRA  Weibo Boson ClueNER CMeEE Ren. Yidu  Avg.

ChatGPT - 29.70 4136 3025  46.65 44.75 43.16 3425 3490 38.13
0.5K 47.05 4720 3725 4440 43.08 37.59  40.07 4205 4234

1K 43.55 46.48 4241  47.58 42.87 38.28 4139 4523 4347

5K 48.88 51.47 3895 5247 43.54 41.50 4751 4723 46.44

RA-IT 10K 46.28 52.56 3926 5292 45.42 4259 4799 4795 46.87
20K 44.05 5194 3552  55.67 42.97 4246  48.68 48.65 46.24

30K 4275 48.46 3544 5349 43.04 42.75 4843 3544 4871

40K 44.19 4922 3383 52.84 42.93 4259 4790 33.83 48.06

Table 7: Impact of different dataset sizes on model performance in Chinese scenario. Data size indicates the number
of sampled data for prompt fine-tuning.

#Example Ontonotes4 MSRA Weibo Boson ClueNER CMeEE Ren. Yidu  Avg.

ChatGPT - 29.70 4136  30.25  46.65 44.75 43.16 3425 3490 38.13
Vanilla IT - 48.88 51.47 3895 5247 43.54 41.50 4751 47.23 46.44
2 49.23 53.08 3743  52.64 43.27 43.87 48.31 4847 47.04
4 48.80 5332 3550  50.65 43.41 43.82 4834 48.86 46.59
RA-IT 6 47.27 5342  38.17  53.77 44.09 4290  47.67 4851 4698
8 52.20 50.56  40.18  50.10 43.69 39.17 4453 4945 4624
10 42.56 35.15 3371  43.48 37.28 30.71 37.23  49.88 38.75

Table 8: Impact of different number of example on RA-IT performance of Chinese scenario. #Example column
indicates the number of examples used for RA-IT

Case 1

Input text ‘ What is the theme song to stand by me?
Ground Truth \ [{’stand by me’: ’title’}]

Answer from Vanilla-IT \ [{’stand by me’: ’song’}, {’theme song’: ’song’}]

Answer from RA-IT ‘ [{’stand by me’: ’title’}, {"theme song’: ’song’ }]
Case 2

Input text | How many times has matt damon been jason bourne?

Ground Truth \ [{jason bourne: character}, {matt damon: actor}]

Answer from Vanilla-IT ‘ [{paul greengrass: director},{jason bourne: title}, {matt damon: actor}]

Answer from RA-IT \ [{jason bourne: character}, {matt damon: actor}]

Table 9: Cases that RA-IT benefits the long-tail entity types. We exclude the top 30% of frequent types and regard
the remaining types as long-tail types. The entities in bold are long-tail types that are misclassified by vanilla-IT
and corrected by RA-IT. These two cases are also commonsense-related.
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Case 1

Input text Viral TK phosphorylates aciclovir into its monophosphate form , which is subse-
quently phosphorylated to active aciclovir triphoshate by cellular kinase s, thus
selectively inhibiting viral DNA polymerase.

Ground Truth [{Viral TK: enzyme}, {cellular kinase: enzyme}, { DNA polymerase: enzyme},

{aciclovir triphoshate: chemical compound}]

Answer from Vanilla-IT | [{Viral TK: scientist}, {cellular kinase s: scientist}, ...]

Answer from RA-IT

[{Viral TK: scientist}, {cellular kinase s: scientist}, ...]

Case 2
Input text NIST also differs from Bilingual evaluation understudy in its calculation of the
brevity penalty insofar as small variations in translation length do not impact the
overall score as much.
Ground Truth [{NIST: metrics}, {bilingual evaluation understudy: metrics}]

Answer from Vanilla-IT

Answer from RA-IT

[{NIST: organization}, {bilingual evaluation understudy: organization}, ...]

[{NIST: organization}, {bilingual evaluation understudy: organization}, ...]

Table 10: Cases where RA-IT fails to improve. The entities in bold are vanilla-IT wrongly recognized, and RA-IT
failed to improve. These professional entities in biomedical or AI domains require domain knowledge to be
recognized.

Method #Example Movie Restaurant Al Literature Music  Politics  Science  Avg.
ChatGPT - 68.50 67.00 5.30 32.80 5240  39.80 66.60  47.50
Vanilla-IT - 52.87 59.00 60.47 59.35 5836  44.87 4272 5395
52.61 60.01 63.04 60.02 58.91 50.26 4575  55.80
51.08 59.30 62.40 59.18 58.15  51.15 45.88 5531
RA-IT 48.79 54.46 55.75 54.62 5093  54.79 46.81 5231

34.61 36.17 34.12 34.30 35.27 45.29 36.50  36.61
22.89 30.35 22.03 30.24 26.41 38.31 35.80 2943

= 00N B

Table 11: Impact of different number of example on RA-IT performance of English scenario. #Example column
indicates the number of examples used for RA-IT

Method ratio #Exam. Movie Restaurant Al Literature Music  Politics Science  Avg.
ChatGPT - - 68.50 67.00 5.30 32.80 5240  39.80 66.60  47.49
Vanilla-IT - 44.87 42.72 52.87 59.00 60.47 59.35 5836  53.95
02 0 45.65 45.25 51.89 58.36 62.00  59.26 58.21 5437

’ 2 41.58 39.04 50.21 57.21 59.23 58.89 5830 5231

04 0 46.81 45.62 51.72 58.92 6242  59.39 58.62 5478

’ 2 42.84 39.24 50.05 57.48 59.85 59.16 58.37 5243

RA-IT 0.6 0 48.56 45.05 51.5 58.89 61.47 59.05 57.18  54.53
’ 2 42.92 37.70 49.99 5741 59.01 58.76 57.84 5195

08 0 47.82 45.49 52.29 58.81 61.90  59.61 58.70  54.95

’ 2 41.60 37.72 49.89 57.63 59.62  58.89 57.69  51.86

1 0 53.20 47.36 52.50 60.86 63.13 60.77 61.02  56.98

2 43.24 38.56 49.71 58.29 60.74  59.94 59.10  52.80

Table 12: Results of mixing random strategy with NN strategy at different ratios in English dataset. 'ratio’ indicates
the proportion of NN strategy in the total number of samples while training. When ratio=1, all samples are from
NN strategy. "#exam.” indicates whether example data was added to prompts during testing, with O indicating no
addition, and 2 indicating 2 examples retrieved by NN strategy added to the test examples.
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Method ratio #Exam. Ontonotes4 MSRA Weibo Boson ClueNER CMeEE Ren. Yidu  Avg.

ChatGPT - - 29.70 41.36 3025  46.65 44.75 43.16 3425 3490 38.13
Vanilla-IT - - 48.88 51.47 3895 5247 43.54 41.50 4751 47.23 46.44
02 0 49.36 52.53 37.57 5242 42.86 43.44 4845 48.03 46.83

' 2 47.93 49.97 37.30  51.40 43.10 41.71 4797 4735 45.84

0.4 0 49.03 52.71 37.81 5252 42.83 43.53 48.33 48.04 46.85

’ 2 48.03 50.30 37.33 5143 43.17 41.59 47.62 4699 4581

RA-IT 0.6 0 48.91 52.43 37.01 5135 42.59 43.68 48.24 48.04 46.53
’ 2 47.83 49.85 37.62  53.03 42.92 41.77 4779 47.87 46.09

08 0 49.25 52.86 37.27  52.88 43.15 4392 4832 4835 47.00

’ 2 48.04 49.95 38.12  50.61 43.04 41.58 4781 47.63 45.85

1 0 50.46 53.73 38.10  54.36 43.70 43.78 48.65 4887 47.71

2 47.96 50.90  40.00  53.68 43.98 42.09 4775 48.56 46.87

Table 13: Results of mixing random strategy with NN strategy at different ratios in Chinese dataset. ‘ratio’ indicates
the proportion of NN strategy in the total number of samples while training. When ratio=1, all samples are from
NN strategy. ’#exam.” indicates whether example data was added to prompts during testing, with 0 indicating no
addition, and 2 indicating 2 examples retrieved by NN strategy added to the test examples.
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Role | Conversation

Here are some examples of named entity recognition:

Text: 50 Top B2B Marketing Influencers 2017. It’s October and you know what that means?
Its B2B Marketing influencer speaker list time again. One of my all-time favorite conferences
is MarketingProfs B2B Forum in Boston and for the past few years. I've had some fun listing
out a top list of speakers ranked by influence around the topic of "B2B marketing". As usual,
I used the influencer marketing platform Traackr to import the list of speakers from #mpb2b
2017 and rank them according to a combination of topical resonance and relevance as well as
network reach related to "b2b marketing". Of course, use of their platform in this way is like
1% of what Traackr can do. I imagine they cringe every time I use their robust tool for such a
simple list - but hey, they provide me with access and I use the tool as I see fit. To clarify, my
agency TopRank Marketing is also a paying customer of the Traackr platform for clients, where
it is used in support of B2B influencer marketing programs for brands like SAP, BMC Software,
McKesson and others in ways that are more in line with the platform’s capabilities. This is a
legit list that recognizes people creating content around B2B marketing that resonates with their
social following.

Entity: [ {"TopRank Marketing’: ’agency’}, ... {'mpb2b 2017’: ’event’} ]

Text: How to know and choose online games: differences between current and potential players.
This study investigated how different adolescent players acquire game information and the
criteria they use in choosing online games and found that (1) current players generally use
comprehensive information sources more than potential players do; (2) current players rely on
free trials and smooth display of motion graphics as choice criteria more than potential players
do; (3) potential players rely on the look of advertisements more than current players do; (4)
both current and potential players most likely use word-of-mouth and gaming programs on TV
as information sources; and (5) endorser attractiveness is ranked the least important among six
choice criteria by both current and potential players.

Entity: [{ online games’: "Product’}, ... { potential players’: 'Person’}]

Human

LILM

I’ve read these examples.

Text: For brands looking to get into the rising world of esports, sponsoring live streamers on
twitch is a popular choice. However, it appears competition may be heating up for endorsements
from the top 0.2% of talent. These superstars typically represent the top 50 channels online at
any given time and typically have lined up between 2 and 8 simultaneous sponsors leading to
a crowded space for brands looking to get involved with esports. Meanwhile, brands able to
engage popular streamers below the superstar level, are on average the channel’s only sponsor.
At Endorse.gg we provide an integrated analytics and engagement platform to help manage
large scale and largely exclusive campaigns across a much greater number of these smaller but
high quality broadcasters. Source: Analysis of live streamers on twitch.tv over the course of a
week. "Top 10 channels" refers to the top 10 online at any given moment. Based on an analysis
of currently live channels at several points over the course of a week, we see that the top 10
channels by number of viewers typically command 15% of the total twitch viewership and have
3 actively endorsed brands. Meanwhile, channels #11-50 capture an additional 25% of the views
while promoting 2.2 brands on average.

Human

LLM I’ve read this text.

Human \ What describes "organization" in the text?

LILM

["brands", "twitch", "Endorse.gg"]

Table 14: A English sample of prompts and LLM’s responses. In the Role column, "Human" indicates the prompt
and "LLM" indicates the LLM response.
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Role | Conversation

DU Re— B 2 S BRI F N ‘
A OFILE, AFRBAUKERERE, FERARRA. 0% MR DAY
B SRR - RERCRBPI ALK RS E - TAERCE . KRS . BT
e 0I5 5 A M o) R 7 SRRy ()]
e | BE) REERELMA LKA, OITIT 19804, AFF& T TS 0FILUE,
HIRBAUKT RIS, EBEEREE: L2ib . SWHI5 - IRAKI - Kot
B BT TR RIEEE . RS . BFICR. SRR T
ST () L 5 R R R ) C A SO b 5 PR DR R LT o
EREC RO (REES TH#) AEaSEENEL, AIFIT20028, AF
BT A FIZ
Sk CETFCE B, L RRES %))
A (RER) REEREARMK S EE (%)) (ndexMedic 47
MERPEASHRHLIE, T EEREE TR ERER S TR, £
3l SRR E S SR A HIBFR B AR S AT, BIFIF 19954105 - AT
DU LURR N E - 3 50 s & - WBE H AP 255 . B3 . 754
RIS 2579 S . 15 5T« BHRG KE  SRik - 0 BURRAE . PERR -
FRESHTES, SRR B R O SO R 5 BE « EE REE
. (e ET G EA (MEEGR) | RPERHAN ST . dieh
B2 O E R S R SR, 2 P EREE RR 22 R 0 B SRR
o B EE 2B i R R S B2
ST [ EREER T E AR R, B R

LLM | iR xXees]r .

Human | 3CK.  (fREEZ) BEAMEEDGAAMT, Zall7h: 0164, TR HH
WA o FRERER 2 M ROE E N A EE 25 LA B BUCR M BTIR PRIR 2%, SRt e Bk
-, BN RE DAESR N AR MRS & - BIFCR: ERE BRI
g P S PR TR AR L T () R SR (1) 77 TR (FF)CA L2 3CHR(3E) (UM TS
Halft) (CN: 14-1319/TH) Z—AGHEERNMENATNA T, BEITILE, %
R AT M AN RAROE T B, ARSS ARARTT AN REIE W L o Bzl SN Kse s i) K EE A
;F GFIFm/RR2E224R) BRETIT . RRE mEERFH LM AR, SaRmET
410.074 -

LLM | FEBESEXEIUR -

Human | SUKRAE T HA B SLRGHRL?

LLM | []

Human | SUARHE T 8T ) SEARH R

LLM | ["FFFFRa/R K2R, "W TS Bahil", "EEEA"

Human | SUARHJE T MCRHUE " B SSAR A B L

LLM | ["LigEAE e, 505, "CA ST, M, E R E AR

Table 15: A Chinese sample of prompts and LLM’s responses. In the Role column, "Human" indicates the prompt
and "LLM" indicates the LLM response. The format of the Chinese prompts is the same as the English.
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